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Abstract

In the core of nuclear reactors, fluid-structure interaction [1] and intense irradiation lead to pro-
gressive deformation of fuel assemblies [2]. When this deformation is significant, it can lead to
additional costs and longer fuel unloading and reloading operations. Therefore, it is preferable
to adopt a fuel management that avoids excessive deformation and interactions between fuel
assemblies. However, the prediction of deformation and interactions between fuel assemblies is
uncertain [2]. Uncertainties affect neutronics, thermohydraulics and thermomechanics parame-
ters. Indeed, the initial uncertainties are propagated over several successive power cycles of 12
months each through the coupling of non-linear, nested and multidimensional thermal-hydraulic
and thermomechanical simulations.

The objective of the thesis is to propose a methodology to manage uncertainties in the calcu-
lation of deformations of assemblies in a nuclear reactor core. The methodology implemented
should deal with the multidimensional and nonlinear character of the physical phenomena to be
modeled/simulated, and take advantage of the different levels of simulation available to improve
the computational cost/uncertainty trade-off.
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Abstract

When dealing with a numerical model of a physical phenomenon or a system, one is often
interested in estimating the set of input parameters leading to a given output range. In the case
of an expensive-to-evaluate function, the objective is to reach a good approximation of the set
of interest using a small number of evaluations. The choice of the evaluation points must then
be conducted carefully.

In this communication, we focus on a particular robust formulation of the set inversion prob-
lem that we call “Reliable Set Inversion” (RSI) [1], in which the function of interest has both
deterministic and uncertain inputs. In this formulation, the objective is to estimate the set of
deterministic inputs such that the probability (w.r.t. the distribution of the uncertain inputs)
that the output variables belong to a critical region is below a threshold.

More precisely, given a vector-valued function f : X× S 7→ Rq, a critical region C ⊂ Rq, and a
threshold α ∈ (0, 1), the object of interest in the RSI problem is the set

Γ(f) = {x ∈ X : P(f(x, S) ∈ C) ≤ α} ,

Figure 1: Scalar-valued example function (middle), probability density function associated to
the distribution PS of the uncertain input variable (left), and set of interest obtained with
critical region C = (−∞, T ] and threshold α = 0.025 (right).
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where X and S are respectively the spaces of design and uncertain input variables, and S is a
random vector with known probability distribution PS . A simple scalar-valued example of this
framework is shown in Figure 1.

To address this problem, while taking into consideration the expensive-to-evaluate nature of the
given function, we propose a sequential Bayesian strategy based on the Stepwise Uncertainty Re-
duction (SUR) principle; see, e.g., [4] and references therein. SUR-based strategies are Bayesian
methods for selecting the evaluation points by minimizing the expected future uncertainty about
the quantity or object of interest, measured by a particular metric. Such strategies have been
used with success in a diverse range of problems, such as function fitting, optimization [5], and
set inversion problems [2, 3].

In this work, the object of interest is the set Γ(f). We improve the method proposed in [1] to
tackle more difficult problems where the set is “small” relatively to the full input domain X.
We illustrate the performance of our method by applying it to several test functions.
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Abstract 

Numerical optimization has been widely used to solve design engineering problems in recent years. 
However, due to the large number of numerical simulations required, the optimization process 
involved is often computationally expensive. In order to accelerate the optimization process, 
strategies based on surrogate models are often used. One such approach, efficient global 
optimization (EGO) [1], based on Kriging surrogate models [2], has been successfully applied to a 
number of real-worlds applications in low-dimensions (less than 20). 

However, in engineering design optimization, the designs are often parametrized by more than 50 
shape parameters. The ordinary Kriging method scales poorly for high-dimensional problems, and 
building a good Kriging model is met with various setbacks. One of the main challenges is related to 
length-scale hyperparameter optimization. Most Kriging models consider one length-scale 
hyperparameter per dimension which all need to be optimized simultaneously. This is typically done 
by maximizing the log-likelihood of the model. For high-dimensional problems, this optimization is 
problematic due to the exponential growth of the search space with the dimension, to the shape of 
the log-likelihood function and to its computational cost, and to over-fitting issues when there are 
too few observations. Several papers address these difficulties by reducing the dimension of the 
problem, for instance by embedding the design space into a lower dimensional space [3,4], or by 
considering simplifying hypothesis such as additive models [5]. 

In this paper, we propose a new method for high-dimensional Kriging models which bypasses the 
length-scales optimization by combining Kriging sub-models with fixed length-scales. Contrarily to 
other approaches, this does not rely on dimension reduction and preserves the correlation between 
all input variables. Furthermore, the combination has a closed-form expression and does not require 
any inner optimization. We also describe a novel approach to obtain suitable bounds for the length-
scales of the sub-models, and we compare different weighting schemes for the approximation of 
high-dimensional test functions. Finally, we present a way to obtain the variance of the combination 
for any weighting methods and we apply our combined model to high-dimensional EGO. We show 
that the classical Kriging approach using maximum likelihood estimation fails to properly optimize 
the length-scale hyperparameters and that our combination of sub-models with fixed length-scales 
successfully build more accurate surrogate models for EGO. 
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Abstract

The inherent incertitudes linked to the composite manufacturing process (e.g., material prop-
erties, thickness, ply orientations) call for a reliability-based approach to composite structural
optimization [3]. Those composite optimisation problems require a dual design space to ef-
ficiently compute the optimum stacking sequence, being one the lower scale space where the
heterogeneous material (ply scale) is defined and the second design space being a homogenised
material where the design variables are noticeably reduced. Uncertainty is often introduced at
lower scales of the composite material, while the macroscopic scale is the preferred design space
for optimization.

This work proposes an iterative methodology based on [1], that combines both the low-dimensional
macroscopic design space with the high-dimensional lower-scale space. Within this algorithm
gradient information is used to perform quick and accurate optimization within the macroscopic
space while within the lower scale space the uncertain design variables are modeled and up-
scaled for each iteration. An inverse problem, governed by genetic algorithms, is solved at each
iteration of the optimization process to identify the low-scale material configuration that meets
the homogenized parameters in terms of statistical description. The study of incertitude prop-
agation throughout the design scales becomes viable thanks to efficient metamodel upscaling: a
particular orthonormal basis is constructed with Fourier chaos expansion, which provides a very
efficient closed-form expression of the macroscopic design variable statistics.

This approach is applied to a composite plate optimization with uncertain ply angles such as
the ones presented in [4]. Furthermore, due to the multimodal nature of the aeroelastic response
(i.e., the flutter velocity), a surrogate model strategy based on Gaussian process classification for
the reliability analysis is proposed to further analyse the mechanical aeroelastic behaviour of the
problems at study. The design variables within the study have been fixed with the introduction
of manufacturing constraints, leaving finally a three-dimensional space where not only the in
plane bending properties of the composite are optimised, but also the number of plies in the
composite laminate. All of this has been done analyzing all the respective constraints and the
effect of those constraints within the reliability of the optimisation algorithms.

Within this study, the main aim is to reduce the wing’s weight while remaining reliable with
respect to the flutter phenomenon. Moreover, the reduction of the thickness on the plate may
lead to configurations where the design speed of the plate is over the limit speed the plate can
withstand. Therefore, the introduction of the thickness as a design variable has created the need
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Figure 1: Optimization path of the Reliability-Based Design Optimization at constant thickness. Final
macroscopic design variables are compared with deterministic optimization.

for mechanical constraints, such as the Tsai-Wu or Tsai-Hill failure criteria for composites, which
have been implemented into the optimisation process following [2], and all the corresponding
limit state equations are taken into consideration within the optimisation process. The results
show a good convergence of this optimization approach with a significant improvement in the
reliability compared to the deterministic optimized design (cf. Fig. 1) and a significant com-
putational gain compared to the approach of directly optimizing ply angles via an evolutionary
algorithm as in [4].
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Abstract

Important sampling (IS) is a sampling-based method which allows the study of a probability
density function f on Rd using random independent samples (Y1, . . . , Yn) generated from an
auxiliary density g, by associating each sample with an importance weight wj = f(Yj)/g(Yj).
One of the applications is the estimation of the rare event (failure) probability P of a given
system of dimension d, represented by the rare event F = {x ∈ Rd;φd(x) ≥ 0}, in which the

function φd characterizes the system. The IS estimator P̂ of the probability P is then given by

P̂ =
1

n

n∑
j=1

1F (Yj)wj ,

where 1F represents the indicator function of the event F .

The zero-variance density of the IS estimator is given by the density g∗ = 1Ff/P but it is
unusable in practice since P is unknown. The adaptive importance sampling (AIS) approach
instead determines an auxiliary density in a parametric family by estimating the parameter
satisfying a theoretical optimality criterion, for instance that which minimizes its Kullback-
Leibler (KL) divergence D with the zero-variance density. A representation of such family is
the family of Gaussian densities gθ parameterized by θ = (µ,Σ), where µ ∈ Rd is the mean and
Σ ∈ Rd×d is the covariance matrix. The Gaussian density which minimizes the KL divergence
with g∗ has been theoretically proven to be the Gaussian density gθ∗ with the same mean and

covariance matrix as g∗. In this case, AIS translates into the empirical estimation θ̂∗ of these
optimal mean and covariance matrix, by either using np number of samples drawn directly from
g∗, or using an iterative algorithm such as the classical Cross-Entropy.

The precision of the AIS approach deteriorates in high dimension due to two reasons. Firstly, a
weight degeneracy problem occurs, which is the concentration of all the mass into one weight,
with the other importance weights almost being zero. Secondly, the estimation of a covariance
matrix requires the estimation of roughly d2/2 number of terms. The number of samples np for
the covariance matrix estimation should be at least d2/2.

The weight degeneracy phenomenon has been mainly studied theoretically in the context of
particle filter [1]. Bengtsson and al. [1] proved that the number of samples n has to be at least
ed to avoid weight degeneracy. In the context of IS, Chatterjee and Diaconis [2] proved that the
L1 error of the IS estimator is bounded if the number of samples n is greater than eD. Therefore,
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one of the aims of this thesis will be to prove similar results for AIS, by potentially establishing
the link between weight degeneracy and Kullback-Leibler divergence. Several numerical results
seemed to show that the L1 error can be small even when weight degeneracy occurs, as long as
the number of samples n is greater than eD. Furthermore, eD decreases with np, therefore it is
crucial to find a balanced budget between n and np to ensure n ≥ eD.

On the other hand, several recent numerical strategies [5] [3] try to reduce the dimension of the
problem by projecting the parameters into a subspace of lower dimension. These strategies have
yielded significant numerical improvements to the precision of AIS. The aim of the thesis is also
to prove theoretical results quantifying these improvements and understand the gains we can
expect.

In the case of Gaussian parametric family, one of the projection choices on the covariance matrix
is to only estimate its diagonal terms. Preliminary result showed that the number of samples
np required, if generated directly from g∗, is no longer d2/2 but only d. Ongoing work seeks
to extend this result on the Cross-Entropy algorithm, potentially corroborating the numerical
improvements that have been observed in [4].
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Abstract

Deep learning models have recently been used to substitute parts of simulation codes with neural
networks [4]. In this context, huge networks do not seem appropriate from a computational
point of view. With this in mind, this work aims at building efficient shallow networks. The
guiding principle of this research starts from this assessment: some recent papers [5] point
the optimizer out as a lever to improve performances. There are stochastic and deterministic
optimizers. Before analysing stochastic algorithms we suggest studying first the deterministic
ones (as stochastic optimizers are often based on deterministic ones).

In a previous work (accepted after revisions [1]), we have analysed some optimizers of the
literature such as Gradient Descent (GD), Momentum [6] and Adam [3]. This study pointed out
the lack of convergence properties and Lyapunov stability of the classical optimizers as illustrated
by figure 1. On these maps for each minimum we assign a colour to all the initial points that
converge to this minimum and the brown part refers to divergent trajectories. Starting very
close to a given minimum, GD can diverge whereas a variant of Adam called AWB converges to
a point far away from the initial guess. This is a very concerning issue because the optimizer can
deteriorate the initialization and the a priori knowledge integrated in the neural networks. To
understand how to fix this problem it has been useful to introduce some ODE approximations
in the sense that the iterates converge to the solution of the ODE when the learning rate
(time step) tends to 0. In this framework, it is possible to build some functions that decrease
along the trajectories of the ODE. By choosing an adaptive time step in order to decrease the
discretisation of these Lyapunov functions, it comes up a new way to design algorithms that
have better stability properties and performances without tuning hyperparameters.

In this work, we go a step further by preserving the continuous dissipation rate (given by
the ODEs) of Lyapunov functionals in a weak form. Imposing this supplementary inequality
in addition to a convergent discretisation of the ODE gives much faster algorithms with
better predictive performances compared to the state of the art, on many classical machine
learning tasks such as MNIST, FASHION-MNIST,... Combining ideas from Lyapunov control
theory and dissipation ODEs [2], this new scheme enables to prove stability and convergent
properties and to compute convergence rates in the non-convex setting.
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Figure 1: Sensitivity analysis of the classical optimizers to the initial point
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Abstract

Non-linear hyperbolic conservation laws model numerous physical phenomena in fluid mechan-
ics, traffic flow or non-linear acoustics [1, 9]. The numerical computation of such equations
often proves to be a challenge - in particular when the solution has discontinuities. It is even
more challenging to solve parameter-dependent hyperbolic conservation laws, for which classical
dimension reduction or surrogate modelling approaches fail.

Here, we propose a new surrogate modelling method that is an extension of [6] to parameter-
dependent or random conservation laws. Whereas it is classical to seek weak solutions to hyper-
bolic conservation laws, we are interested in so-called measure-valued (mv) solutions introduced
by DiPerna in [2], that are Young measures ν(t,x,ξ) indexed by time, space and parameters re-
spectively. In practice, a mv solution is a Dirac measure δu(t,x,ξ) supported on the graph of the
weak solution u(t, x, ξ).

The framework we consider is similar to the one presented in [8, 7], but our starting point is a
weak-parametric formulation of the problem. Under the assumption that data are polynomial,
this formulation provides constraints on the moments of the measure. This allows us to consider
the problem as a generalized moment problem (GMP), an infinite-dimensional optimization
problem over sequences of moments of measures, where both the cost and the constraints are
linear in the moments of the measures. Powerful results from real algebraic geometry allow to
reformulate the constraint that a sequence is a moment sequence into tractable semi-definite
constraints. This problem is then solved using Lasserre’s (moment sum-of-squares) hierarchy
[4], which consists in solving a sequence of convex semi-definite programs of increasing size to
approximate the moments of mv solutions.

Once an approximation of moments is obtained, several post-treatments are possible. First,
we can obtain statistics of variables of interest that are functions of the moments of the solu-
tion. Also, the graph of the solution u(t, x, ξ) can be recovered using a localization property of
the Christoffel-Darboux kernel of the approximate measure ν(t,x,ξ), following the methodology
proposed in [5]. Following [3], one can also have access to more general quantities of interest.
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Abstract

In the design phases of new product parts, numerical simulation is now omnipresent to predict
the behavior and performance of such parts, thus allowing to find the right characteristics (ge-
ometry, material types, etc) to achieve the desired specifications.
Identifying these characteristics involves solving an optimization problem, which implies to call
upon the numerical simulation code many times.

To reduce the computational cost of the optimization in the design phase, the most used ap-
proach is based on the construction of statistical regression models commonly called meta-models
or response surfaces. Once trained, the meta-model is used to predict quantities of interest for
new combinations of the unsimulated inputs (for the purpose of optimization, uncertainty prop-
agation, etc.). In solid and fluid mechanics, the dimension of the input variables is very high
because they are often derived from the parameterization of a 3D shape. One approach to man-
age such variables is to consider directly the 3D shape in the form of a graph .

The goal of this thesis is to improve the predictivity of Gaussian process meta-models on high
dimensional graph spaces (in the sense of the number of vertices). Despite all their advantages,
Gaussian processes have practical limitations related to the curse of dimensionality.
The definition of kernels between graphs is not new, and there are a number of comprehensive
reviews on the subject [1, 3, 2]. Unfortunately, state of the art kernels have an extremely pe-
nalizing complexity with respect to the number of nodes and are mainly applied to graphs with
discretely labeled vertices/edges. There are also many papers on kernels working on a space of
signals on graphs sharing their nodes and edge sets (sometimes called the domain of the graph)
but here the problem is wider as several inputs can have different edges and even a different
number of nodes.

The first objective of the thesis will therefore be to propose new approaches to build kernels
of low complexity with respect to the number of vertices and able to consider vertices with
continuous attributes (such as 3D coordinates).
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Figure 1: Example of a turbine blade with 30 000 vertices
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{qiao.chen,elise.arnaude,olivier.zahm}@inria.fr

2 California Institute of Technology

rsb@caltech.edu

Abstract

Dimension reduction is essential for applications such as Bayesian inference that require nu-
merous simulations with different parameters and large potentially correlated data sets. In the
inverse problems community, much research has been dedicated to dimension reduction for the
typically high-dimensional parameter spaces [2, 3]. Recently, there has been increasing inter-
est in reducing the data dimension to derive optimal experimental designs for Bayesian inverse
problems [4, 5].

We propose a novel method to reduce both the dimension of the parameter and data space
of high-dimensional Bayesian inverse problems in a coupled manner. The work is inspired by
[6], where a gradient-based method for dimension reduction in Bayesian inference is introduced
that can control the posterior approximation error. We also build on the work in [1], where the
authors develop a gradient-based parameter-data dimension reduction method albeit treating
both spaces separately. The new method couples the two dimension reduction problems and
potentially exhibits better approximations at lower dimensions than [1] since choosing a low-
dimensional parameter subspace influences which data subspace is informative. Vice versa, a
fixed low-dimensional data subspace determines which parameter subspace is informed.

Our method computes two projection matrices for the parameter and output space of the non-
linear forward operator G. Assuming a Gaussian likelihood, the Kullback-Leibler divergence
of the joint parameter-data distribution equals the L2 error of the approximate forward oper-
ator. We show that the optimal projection matrices minimising this L2 error are given by an
optimisation problem involving a conditional expectation of G, which is hard to compute in
practice. Nevertheless, assuming the prior satisfies a subspace Poincaré inequality, we derive an
upper bound of the L2 error, which replaces the conditional expectations with gradients of G.
We assume access to gradient evaluations in our applications e.g. through the Adjoint method.
It is regularly implemented in the models of our target fields including oceanography, atmo-
spheric and climate sciences. To optimise the deduced gradient-based error bound, we propose
an efficient and straightforward two-block Gauss-Seidel algorithm that alternates between the
computation of two singular value decompositions.

We demonstrate the proposed method on a conditioned diffusion model, where we use the
reduced input-output spaces to compute a surrogate model for G. Furthermore, we apply it to
compute optimal sensor placements for a large-scale Bayesian inverse problem in ocean modelling
based on the shallow-water equation.
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to develop dimension reduction methods for Bayesian inverse problems that are applicable for
ocean and atmosphere science. It is funded by the Université Grenoble Alpes.
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Abstract

Piecewise deterministic Markov processes (PDMPs) are a class of stochastic processes that can
be used to model complex dynamical industrial systems [3]. These processes are composed of
a continuous part called position and a discrete part called mode. The position follows a de-
terministic trajectory given by a differential equation that depends on the current mode of the
process. At deterministic and/or random times, the process jumps to a new random mode. The
different modes form a graph in which two modes are connected if the process can jump from
one to the other one.

The counterpart of the modeling capability of PDMPs is their simulation cost, which makes
reliability assessment untractable with standard Monte Carlo methods. Indeed, the failure of a
complex system is a rare event and estimating the probability of its occurrence using a Monte-
Carlo method requires the simulation of a very large number of trajectories of the underlying
process. A significant variance reduction can be obtained with an adaptive importance sampling
(AIS) method based on a cross-entropy (CE) procedure [1]. It is known that the optimal distri-
bution for importance sampling depends explicitly on the committor function of the PDMP [2].
At any time during the process trajectory, the committor function returns the probability that
this trajectory realizes the rare event of interest (in our case, the failure of the system) knowing
its state at this time.

In the case of coherent industrial systems, the graph formed by all the modes of the PDMP
modeling the system has a tree structure (called fault tree) [4]. We have proposed in [1] a
methodology to approximate the committor function of the PDMP based on the concepts of
minimal paths and minimal cuts from fault tree analysis.

In this work, we extend the spectrum of applications to PDMPs whose graphs formed by the
modes are large and do not have any particular exploitable structure except sparsity (i.e., far
from fully connected). This generalization is based on the definition of a relevant family of
”distances” between a vertex and a subpart of the graph. We thus propose a new framework
for rare event simulation for stochastic processes with values in large graphs.
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Abstract

Nowadays, the challenges of the railway sector are diverse and the railway system as a whole is
subject to more and more constraints. With the new arriving competing european companies
and the stricter economical and environmental standards, SNCF is pushed to find more inno-
vative and competitive ways to operate.

In this context, the understanding and the mastery of the mechanical behavior of the trains on
the railway tracks is key [1]. In particular, the knowledge of the axle-rail contact forces and the
tracks irregularities is essential to study both the dynamic response and the mechanical damage
of the train and the tracks. Such information would be an input to many computational models
(Rail and Wheel damage, Track settlement, Wheel wear...) and would considerably enhance the
optimization of future conception and maintenance. Nevertheless, these are relatively poorly
known due to the difficulty in measuring them on commercial trains. The wheel/rail loads are
thus measured during on-track test campaign with measuring wheelsets and the track irregu-
larities with special trains which are costly and thus their usage is not as frequent as we want
them to be.

The present work focuses on the reconstruction of the rails geometry and the contact forces
between the train axles and the tracks with the help of on-board sensors which can be used on
commercial trains. For now, we intend to use accelerometers but later, strain gauges on the
rails may also be considered. For now, we have numerical simulation softwares which allow us to
estimate the dynamic response and the kinematics of the elements of the train from a measure
of the tracks irregularities. The inverse problem is however complex to solve [2, 3]. Our task
is to find, using the same software, the excitation imposed on the trains that would produce a
similar response thus making our problem an optimization problem. For this, we intend to use
the Covariance Matrix Adaptation - Evolution Strategy (CMA-ES) algorithm.

The first difficulty we encounter lies in the proper mathematical definition of the identification
of this excitation which must be robust to the uncertainties to which the train is subject (Wind,
Humidity, Load...) but also to the measure, model & numerical errors [4, 5]. Secondly, it must be
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said that the track-train system is highly non-linear which constitutes a non-negligible difficul-
ties. Thirdly, for the inverse problem, a functional excitation must be found for the optimization
problem. Dimensionnality reduction and use of meta-models must thus be considered to achieve
the optimisation..
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Abstract

Many physical systems are schematically described by a relation of the form Y = ϕ (X), where
the d-dimensional input vector X is random and where the output Y is determined through
the deterministic function ϕ, whose complexity makes it most of the time impossible to study
analytically. Moreover, calls to the code are supposed to be expensive and can therefore only
be made in limited number. Some classical problems, such as the method of moments [2] or
the estimation of some sensitivity indices like the Sobol’ indices [8] for example, require the
estimation of multiple expectations related to ϕ. Having accurate estimations of each of them
with the classical Monte Carlo method can be costly.

More precisely, for a family of J ≥ 2 functions (ϕj)j∈[[1,J]] and its corresponding family of input

distributions (fj)j∈[[1,J]], the main goal of the proposed algorithm is to efficiently estimate the

family of expectations
(
Ij = Efj (ϕj (X))

)
j∈[[1,J]]

with the same N -sample. The quality of the

estimation of one expectation can be evaluated with the variance for unbiased estimators. When
estimating J expectations, a natural criterion to evaluate the quality of the common estimation
is the weighted sum of the individual variance of each estimator [6]. To define this criterion, let
us consider a family of positive weights (wj)j∈[[1,J]] ∈ RJ

+. Then, for any j ∈ [[1, J ]], let us denote

Îj an estimator of the expectation Ij such that all the estimators Î1, . . . , ÎJ are based on the
same N -sample. The criterion to minimize is then:

J∑
j=1

wjV
(
Îj

)
. (1)

The weights (wj)j∈[[1,J]] are used to adjust the importance given to each expectation to estimate.

Importance sampling (IS) [1] and control variates (CV) [7] are two well-known and deeply
investigated variance-reduction techniques for estimating a single expectation. Both methods
can also be paired and satisfy as a result some very interesting properties [6]. Indeed, when
the IS sampling distribution is a mixture of some proposal distributions, using them to create
CV allows to bound the variance of the resulting estimator by a quantity proportional to the
variance of the best proposal distribution to estimate the expectation of interest. However, to
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the best of our knowledge, these methods have not been adapted for jointly estimating multiple
expectations with the same sample.

In this communication [4], we first show that there exists a family of estimators combining
both IS and CV that make the criterion to minimize in Equation (1) equal to 0. However,
these optimal estimators cannot be used in practice because they require the knowledge of
the values of (Ij)j∈[[1,J]]. Motivated by the form of these optimal IS-CV estimators and the

previous properties, we therefore propose an adaptive algorithm called ME-aISCV for jointly
estimating J expectations with the same N -sample. In the same way as other adaptive IS
algorithms [3], the general idea is to adaptively update the parameters of the estimators for
approaching the optimal ones until a stopping criterion is reached. The main goal of this
adaptive IS-CV procedure is to minimize as much as possible the criterion in Equation (1).
We suggest a quantitative stopping criterion that exploits the trade-off between approaching
these optimal parameters and having a sufficient budget left. At last, the left budget is used to
draw a new independent sample according to the final sampling distribution which allows to get
unbiased estimators by IS and CV of the J expectations to estimate. Finally, we illustrate and
discuss the practical interest of the proposed algorithm. We first address the estimation of the
even moments of the standard Gaussian distribution. Then, we show that the suggested ME-
aISCV algorithm is generally applicable to sensitivity analysis, both on the input parameters
and also on their uncertainty distribution, and this is applied to the physical cantilever beam
problem. The code to reproduce the numerical experiments is publicly available at: https:

//github.com/Julien6431/Multiple_expectation_estimation.git.
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Abstract

Many real-life phenomena that one seeks to predict are governed by equations involving several
variables and depend on time trends. From multivariate time series, one of the current challenges
is to find the underlying dynamics, which can, for example, be a physical equation governing the
evolutions. Although these dynamics generally have nonlinear behaviors, it is often possible to
approximate them locally by linear models. Thus, one of the objectives is to learn the invariant
properties and characteristics from the data.

The goal is therefore to learn a simple, interpretable model that is able to learn the underlying
dynamics from temporal data. To do so, we evaluate the ability of our model to learn this
dynamics by making predictions at several time steps.

Our algorithm builds on DAgger [1] ( and Data as Demonstrator [3]),an imitation learning
algorithm, by proposing a meta-model to improve multi-step performance using a one-step
predictor, the algorithm iteratively increases the data set with the help of the prediction errors
during the training phase. Our work is, therefore, an extension and a consolidation of this
approach. It allows not only to improve the performances of multi-step predictions but also to
learn the dynamics of multivariate time series by adding an interpretability constraint. Moreover,
we develop the theoretical guarantees in a more thorough way.

In our work, we propose a new method, a multi-step prediction model being interpretable,
coherent and mitigating the error propagation during recursion. In this work, we propose and
study several versions of our prediction method in order to make the best use of the available data
set and to learn the underlying dynamics. Furthermore, we establish the theoretical guarantees
of the method, seen as a Follow-The Leader (FTL) method [2]. Finally, we show on a variety
of synthetic datasets generated from the equation of motions of real dynamic systems that this
approach can be easily implemented and gives good results compared to the state of-the-art.
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Abstract

Nowadays, many industrial issues are related to excursion set estimation, for instance to find
feasible complex optimal designs. Given an input/output model, we define an excursion set as
the set of input values such that a quantity of interest defined from the model output remains,
e.g., below a threshold. In general, the output is computed from a black box numerical model,
and each model evaluation is computationally expensive. Excursion set estimation is also known
as inversion problem [3]. For example, the application to a vehicle pollution control system,
allowing compliance with pollutant emission norms can be mentioned [6].

An effective way to solve an inversion problem is to model the costly black-box function of interest
as a realization of a Gaussian process. This surrogate model is built thanks to a sequential
Design of Experiments (DoE), whose points are chosen accordingly to the optimization of an
acquisition criterion (see for example [1] and [8]). Acquisition criteria suitable for inversion
include: deviation number [5], Bichon criterion also known as Expected Feasibility Function [2],
and Ranjan criterion [9]. In addition, there exists a more elaborate and in general more efficient
class of criteria that anticipates the impact of adding new points to the DoE: the so-called SUR
strategies, for Stepwise Uncertainty Reduction (see [1]). For example, SUR strategy coupled to
the Vorob’ev’s theory introduced in [3], is particularly suitable for inversion framework.

The main objective of our latest work was to propose a SUR version of Bichon criterion [4],
which is easier to implement and more robust than SUR Vorob’ev, and we highlighted the
performances of this new criterion on analytical examples.

In the present work, we tackle the estimation of excursion sets for several outputs. We propose
an extension of Bichon criterion to multi-output Gaussian process regression for inversion. The
problem is much more complicated with a multi-dimensional output because of the correlation
between outputs (see for example [7]). In this kind of problem, the multi-dimensional output
G : X ⊂ Rd → Rp is represented by a multi-output Gaussian process ξ(x) ∼ N (Mn(x),Σn(x))
with Mn(x) ∈ Rp, Σn(x) ∈ Rp×p positive-definite symmetric, p dimension of ξ(x). By noting

*I benefit from an adaptation of the thesis (part-time 80% + extension of the contract) for health reasons.
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T ∈ Rp fixed thresholds of on the multi-dimensional output G and En the event ξ(χn) = G(χn)
with χn the n first points of the DoE, we propose the extension of Bichon criterion

x(n+1) := argmax
x∈X

{
det

(
Σn(x)

) 1
p E

[(
κ2 − ‖T − ξ(x)‖2Σn(x)

)+
∣∣∣∣ En]}. (1)

with x(n+1) the new point to add to the DoE, (.)+ the positive value function, κ2 fixed and
‖.‖Σn(x) := (.)TΣ−1

n (.) the Mahalanobis distance associated to Σn(x). The first term with the
determinant allows to force the exploration ability. The second term permits the selection of a
x such that ξ(x) is near the threshold T with high probability 1 − α, κ being the quantile of
order 1− α of a chi-squared distribution.

A SUR version of the criterion (1) is also considered in a similar way to the one-dimensional
formulation proposed in [4]. To do this, we generalize the fast kriging update formulas [3], to
multi-output quantities of interest. Efficient implementations of the various integrations and op-
timizations are proposed. Numerical testing will also be provided to illustrate the performances
of the proposed criterion.
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Abstract

Environmental pollution causes over 6.5 million deaths per year worldwide. To limit exposure
to toxic gases and to limit the risk of exposure to water contamination, it is necessary to
deploy detection solutions. This thesis focuses on the calibration of new innovative and low-cost
nanomaterial-based sensors for air and water pollution monitoring.

Nanomaterial-based sensors [3] have been proposed for their high sensitivity to different chem-
ical species in air and water and their ability to detect them even in very low concentrations.
However, if in laboratory these sensors are able to show encouraging results, the passage in
real conditions can pose difficulties. Indeed, the results can be degraded because of the relative
humidity and temperature that we cannot control in an outdoor environment. Moreover, the
high sensitivity of these sensors can also make them sensitive to other chemical species than
those expected.

In order to model the calibration law of the sensors, the resolution of an inverse problem is
conducted. The key point of this formalism is the choice of inputs and outputs. The diffi-
culty is to choose the really influential parameters. A sensitivity analysis must be conducted
to find the parameters, among all the possible chemical species measured, having a causal im-
pact on the sensor outputs. Moreover, these pollutants are highly correlated and interact with
each other through a relationship that is not trivially known. Causal inference [1] allows us
to mathematically understand the relationships between the pollutants and the dependencies
or independencies between the pollutants and the sensor outputs. We can then improve the
calibration model by limiting the number of input variables.

A model error is introduced in the calibration law for the prediction of the pollutant concentra-
tions, this error is modeled from the pollutant measurements used for the tests. We also add
in the model an uncertainty term on the input and output data measurements. This leads to
formulate the calibration and prediction problem under a Bayesian formalism [2] from a priori
knowledge of the pollutants. This formalism allows us to estimate the a posteriori density for
the concentration of chemical species by taking into account all the uncertainties.

Short biography (PhD student)
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on innovative calibration methods for air and water quality sensors and is funded by innovative
sensor design and deployment projects.
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† PhD student (presenting author). § PhD supervisors

PhD expected duration: Oct. 2021 – Sep. 2024

1 CEA, DES, IRESNE, DEC, SESC, LMCP, F-13108 Saint-Paul-lez-Durance, France
{marius.duvillard,loic.giraldi}@cea.fr
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Abstract

Meshless methods are simulation approaches relying on Lagrangian representations that can
accommodate complex geometries with large deformations and changes in the shape of a contin-
uum (fragmentation, free-surface flow,. . . ). These methods discretize the continuous fields and
operator using an ensemble of particles that move according to a velocity field. The Smooth Par-
ticles Hydrodynamics method (SPH) and the Material Point Method (MPM) are two popular
simulation techniques of this kind [3, 7].

This work aims to propose new data assimilation methods adapted for meshless simulations.
Data assimilation concerns the update of the model state using sequential observations [2, 5].
Generally, the assimilation problem is formulated either with a variational approach (mini-
mization of a cost function), a bayesian approach (estimation of the model state’s posterior
distribution), or a hybridization of the two previous approaches. Variational methods define the
best possible estimate of the state by a weighted least squares problem (3DVar, 4DVar meth-
ods). Bayesian approaches approximate distributions usually through a sequential scheme based
on the assumption of linear equations and Gaussian noises (Kalman Filter) or a Monte-Carlo
approximation (Particle filter). Hybrid approaches combine the benefit of variational analyses
with the flexibility of ensemble methods for posterior estimation.

Ensemble approximations of the Kalman filter are called Ensemble Kalman Filters (EnKF) [4].
EnKF methods propagate an ensemble of states to estimate the covariance of the Gaussian fore-
cast distribution (before assimilation) and compute the associate Kalman gain. EnKF methods
are applied to high-dimensional non-linear systems without suffering from the curse of dimen-
sionality (thanks to low-rank approximations of the covariance matrices), in contrast to Particle
Filters.

Standard EnKF methods use an identical discretization (computational grid) for all members,
which enables simple linear combinations of members to define the corrections. This restriction
calls for an adaptation of the EnKF schemes for their application to generic meshless repre-
sentations, particularly when using particle representations with member-dependent numbers of
particles and positions. Besides the difficulty in estimating the forecast mean and covariance
from the ensemble, the assimilation scheme must determine each member’s updated particle dis-
cretization. Further, one would like to incorporate physics constraints during the assimilation.

We propose a hybrid approach to perform state assimilation in meshless simulations, combining
variational and ensemble-based techniques. The state update relies on a Maximum A Poste-
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riori estimation problem, assuming a gaussian process prior for each member. The mean and
covariance functions of the prior distribution are approximated via the ensemble of forecasts.
The posterior distribution is computed thanks to the Randomized Maximum Likelihood (RML)
method [5]. This procedure yields, for each member j of the ensemble, a minimization problem
of the form

min
f̂∈V

∥yj −H(f̂)∥2R−1 +
1

N

N∑
i=1

∥f̂(X⋆
i )− fp

j (X
⋆
i )∥2k(X⋆

i ,X
⋆
i )

−1

where yj denotes perturbed observations, R−1 is the observation precision matrix, H the obser-
vation operator, the X⋆

i are the error control vector points, fp
j is the jth forecast member, k the

covariance function of the prior gaussian process and finally V the particle discretization space.

In this contribution, we will discuss the selection of the set of error control points X⋆
i and

investigate different strategies to reduce the cost of the optimization problem by adapting the size
and location of the set of control points. The impact of the selected particle discretization space
V and its adaptation for each member will be analyzed. Finally, we will introduce constraints on
the particle discretization to enforce some physical constraints in the variational approximation
(e.g., positivity, conservation [6, 1]). The proposed methods will be illustrated on one or two-
dimensional transport problems.
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Abstract

In the black-box framework, Sensitivity Analysis (SA) consists in studying and quantifying the
influence of the inputs on the variability of the output. It can be used in applications as robust
optimization under constraints defined by:

x∗ = argmin
x∈X

E[f(x, U)] s.t. P[g(x, U) ≤ 0] ≥ Ptarget.

In this context, Sensitivity Analysis is Goal Oriented (GOSA) in order to find the inputs that
have the most impact on the constraints compliance. However GOSA methods are mostly
applied on the deterministic inputs x for screening purpose in order to reduce the input dimension
[5]. But in presence of uncertain variables U , it might also be interesting to study their impact
on the optimization. For instance, such information could be used to reduce the dimension
of the uncertain space which could be useful to reduce the cost of meta-modeling before the
optimization. That’s why our aim is to conduct GOSA on the uncertain inputs.

To do so we propose to carry out GOSA with set-valued outputs Γ = ϕ(U) where Γ is a random
excursion set i.e. the set where the constraints are respected: Γ = {x ∈ X , g(x, U) ≤ 0}.

However, most SA methods deal with scalar or vectorial outputs. A set-valued output space
makes the adaptation of classical sensitivity analysis methods nontrivial. We propose three main
ideas to carry out this adaptation. The first relies on random sets theory [4]. The second adapts
universal indices from [3] defined for general metric output space. The last one uses kernel-based
sensitivity indices applied on sets.

The latter is the most suited to set-valued output as it only requires a kernel on sets. That’s

why our first contribution is to propose a kernel kset on sets: kset(γ1, γ2) := e−
µ(γ1∆γ2)

2σ2 for any
closed sets γ1, γ2 where ∆ stands for the symmetric difference and µ for the volume.

Having this kernel, we can define kernel-based sensitivity indices with set-valued outputs. The
main sensitivity index derived from kernels is based on the Hilbert Schmidt Independence Cri-
terion (HSIC). It measures the dependence between an input and the output by measuring the
distance between the distribution of the couple (input,output) and the product of the marginals.
With the kernel kset, HSICkset(Ui,Γ) defines a sensitivity index which quantifies the influence
of the input Ui on the set-valued output Γ. This index is adapted to screening through inde-
pendence testing, and it has an ANOVA-like decomposition under some hypotheses which also
makes it suited for ranking [2].

This provides a method to conduct sensitivity analysis on any set-valued output, and in partic-
ular on excursion sets in the context of optimization.
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Figure 1: p-value of the HSIC-based index for the constraint g ≤ 0

We give a toy example from [1] of excursion sets on which we compute kernel-based indices.
The constraint g ≤ 0 is given by:

g(x,U) = U5 − max
t∈[0,T ]

Y ′′(x1 + U1, x2 + U2, U3; t),

where Y(a, b, c) is the solution of an harmonic oscillator defined by:

aY ′′(t) + cY ′(t) + bY(t) = η(t),

where η is a given strength. We compute the p-value of the independence testsHSICkset(Ui,Γ) =
0, for i = 1, ..., 5, see figure 1. We obtain that three of them are higher than 0.05, which mean
that U2, U3 and U4 have no influence on the excursion set Γ = {x ∈ X , g(x,U) ≤ 0}, i.e. on
the constraint compliance.
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Abstract

Given a sequence of random variables (Xm)1≤m≤M with associated positive random weights

(Wm)1≤m≤M such that
M∑

m=1
Wm = 1, a resampling scheme defines the resampled sequence

(XAm
)1≤m≤M where Am is a random index in {1, · · · ,M} such that, not formally,

1

M

M∑
m=1

δXAm
=

M∑
m=1

WmδXm
. (1)

Depending on the definition of the random index Am, several resampling schemes can be con-
sidered. The most widely used resampling techniques are: multinomial resampling, residual
resampling, stratified resampling (see [5]) and systematic resampling (see [3]).
Douc et al. [9] provide a general description of the different methods and their properties. They
show that residual and stratified resampling improve over multinomial resampling in the sense of
having lower conditional variance (with respect to the σ-algebra generated by (Xm)1≤m≤M ) and
they show, by providing a counter-example, that the same property does not hold for systematic
resampling.
The resampling schemes have been largely studied in the literature and it is generally not easy
to understand their asymptotic behaviour because of the complicated structure in the definition
of the possible Am.
One of the last contributions is given by Gerber et al. [6]. Using the notion of negative associ-
ation [4], they provide a general consistency result and in particular they provide the proof of

almost sure weak convergence of 1
M

M∑
m=1

δXAm
in the stratified resampling method. Moreover

they provide a counter-example to almost sure weak convergence for the systematic resampling
method.
One of the main application of the resampling methods is in particle filtering also known as
Sequential Monte Carlo methods (see for instance [8], [1]). Indeed particle filtering can be seen
as a combination of sequential importance sampling [2] and resampling, we refer to the intro-
duction of [9] for a brief and more precise description of the basic method.
In 2022 Chopin et al. [7] study the resampling schemes applied to particle filters in the weakly
informative regime that is when the weights tend to be close to uniform. In this case the per-
formance of the method can be highly affected by the choice of the resampling method.

In this paper we focus our attention on the stratified resampling scheme and our purpose is to
study the asymptotic behaviour of the method as the number of particles M → ∞. We first
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compute the asympotic variance of 1√
M

M∑
m=1

δXAm
showing a convergence to a finite limit and

then, knowing the asymptotic variance, we show that a Central Limit Theorem holds.
As said before, from a computational point of view it is not straightforward to deal with the
resampling schemes in particular with the stratified one and that’s why part of the demonstra-
tions are quite technical. As far as we know, such results appear for the first time in the literature.
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Abstract

Recently, statistical machine learning methods have shown great potential to assist with scientific
discovery in natural sciences [1]. These methods can be used to analyze and interpret large
amounts of data, identify patterns and relationships, and make predictions about phenomena
that are difficult or costly to study experimentally. In the field of chemistry and molecular
science, Gaussian Processes (GPs) have been applied to a wide range of problems, including
predicting chemical reactivity, analyzing molecular properties, and designing new molecules. In
this work, we will focus on molecular property prediction and GP’s potential in accelerating
exploration of chemical space.

Several recent developments in the domain [3] leverage the so-called Tanimoto kernel. The
molecule are first encoded as binary-valued vectors based on their structural properties, resulting
in their Morgan fingerprints.

Figure 1: Basic principle of Morgan fingerprints

Then, similarity between fingerprints is then assessed through:

kTanimoto(x, x′) :=

{
σ2 if 〈x, x〉 = 〈x′, x′〉 = 0

σ2 〈x,x′〉
||x||2+||x′||2−〈x,x′〉 else

(1)

Despite its apparent simplicity, this kernel yields great predictive performances, hence justifying
its popularity.

However, while it is well established that one of the key advantages of GPs is their ability
to handle uncertainty both when integrating data or making predictions, our literature review
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highlighted that most contributions assess their models mostly through the scope of predictive
performance without accounting for the probabilistic nature of the predictions. It is natural to
question whether neglecting to fully assess the model’s calibration can hinder performances in
active learning. Our work aims at addressing this question.

Our contribution is twofold: First, we review existing literature on principled diagnostics and
state-of-the-art level-set estimation methods to make it accessible and ready to use for chemists
and applied scientists. Second, we conduct a benchmark on several molecule datasets: Photo-
switch, [4], ESOL, FreeSolv and Lipophilicity [5], HCEP [2] to assess whether well-calibrated
models systematically lead to better exploration of molecular spaces.
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Abstract

Predicting the output of complex systems can be very important when designing engineering
systems that are safe and reliable. Nowadays, engineers and scientists have more tools than
ever to deal with this challenge, one of these tools being different classes of predictive models.
More precisely, computer simulations, or white-box models, are widely used to provide accurate
predictions for systems where an underlying physical model exists, by modelling the system
properties based on existing knowledge. However, these models are often hard to obtain, and
their modelling accuracy may be limited due to the assumptions imposed. A second class of
predictive models consists in data-driven approaches, or black-box models. These can provide
great flexibility, but are not necessarily always in line with the underlying physical reality [3].

Engineering systems are often described by one or more white-box computational models, while
additional data about the system output can be obtained from experiments. In this case,
approaches that combine the white- and the black-box modelling frameworks are desirable, as
they can overcome the limitations that each of them poses separately. Grey-box modelling aims
at achieving this combined approach, and is explored and developed in depth within the context
of the Horizon 2020 GREYDIENT project 1

In this work, we propose the class of multifidelity surrogate models (MFSMs) as a way to perform
grey-box modelling. MFSMs fuse information from multiple models of varying fidelity inside a
single surrogate model. As model fidelity, we refer to the accuracy of the model, or the degree
to which this model represents reality. Generally, as the fidelity of a model increases, the cost
of obtaining data from it increases too. In multifidelity (MF) surrogate modelling, typically,
a very small high-fidelity (HF) data set is supplemented with one or more larger lower-fidelity
ones [1, 2]. In our grey-box setting, the available experimental data are considered as the high
fidelity, whereas the low fidelity is provided by the white-box computational models.

Most of the available literature on MF surrogate modelling focus on noise-free models. How-
ever, in the real world, experimental data are contaminated by measurement noise, due to the
generally limited precision of measurement devices. We treat this noise as aleatory uncertainty.

1https://www.greydient.eu/.

1

https://www.greydient.eu/
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Figure 1: Multifidelity prediction with 90% confidence and prediction intervals for an analytical
1-D toy example.

In addition, the low-fidelity models we consider in our setting are in principle expensive-to-
evaluate, and therefore they are represented by surrogate models trained on a limited set of
model evaluations. This step introduces epistemic uncertainty in the MF model predictions.

This work proposes a novel framework for grey-box modelling with noisy data expressed as a
multifidelity surrogate modelling problem. The goal of our MFSMs is to accurately model the
response of the underlying deterministic HF model, or simply, to denoise the noisy HF data.
Polynomial chaos expansions are employed as a surrogate for the MFSM construction. More-
over, we aim at quantifying the different types of uncertainty in our MFSM prediction. For this
purpose, we use bootstrap to compute the confidence intervals for the mean MF model predic-
tions, and the prediction intervals for future HF observations. Our methodology is validated on
different use-cases, one of them being an analytical 1-D toy example, the results for which are
shown in Figure 1 for different HF experimental design sizes and different noise levels.
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Abstract

Finite Element (FE) simulations of physical models are widely used in the design phase and,
more recently, for the monitoring of technical systems. In a monitoring context, data have
to be incorporated into the FE approach, where an additional challenge stems from the fact
that the FE predictions most often do not match exactly the given measurement data of a real
system. Girolami et al. [2] have recently proposed their statistical FEM (statFEM) approach
for incorporating measured data into the FE simulation, while accounting for model error.
Unlike traditional Bayesian inversion techniques, not the model parameters but the model state
is subjected to Bayesian inference and the model error is explicitly quantified as part of the
inference in form of a Gaussian Process (GP).

In previous studies, we have adopted the method to assimilate sparse but accurate sensor data
with a FE model based on the Helmholtz equation [3]. However, finding the model response
for a fine discretization in frequency domain involves solving the model at many frequency
steps, which is computationally expensive. Here, we replace the FEM model with a reduced
order model (ROM) and therefore propose a new generating model for data assimilation in
the frequency domain. The equations for the ROM-based data approximation, which we call
statROM, are based on the assumption that the model state and the model misspecification are
described as GPs. Starting with a ROM prior, induced by uncertainty in the state equations,
Bayesian inference yields a posterior model output by conditioning on data. Carrying out ROM-
based data assimilation enables an accurate approximation of the inference problem at a much
lower computational cost.

For reducing the order of the model, we employ projection based approaches and compare both a
ROM based on proper orthogonal decomposition and a second order Arnoldi moment matching
method. Thereby, the ROM approximation error is explicitly quantified and accounted for in
the data generating model, resulting in an improved accuracy of the inferred state. We discuss
different means of retaining the parametric dependency of the model in the ROM approximation.

We start by presenting the theoretical basis for statROM as well as a simple example to illus-
trate the used methods and to show their convergence behavior. The model under considera-
tion is a 1D discretization of the Helmholtz equation with Neumann and impedance boundary
conditions. Unlike the original statFEM paper [2], we make use of an unscented transform
to forward-propagate uncertainties in e.g. material parameters to the statROM prior density.
Here, statROM is able to reproduce the statFEM results to a high accuracy while solving much
smaller systems. In Figure 1, we compare a full order statFEM with 100 degrees of freedom

1
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Figure 1: statROM solution for the 1D Helmholtz equation at 212Hz. Small ROM basis (L = 3) on
the left vs. a larger one (L = 6) on the right. In both cases the reduced system is much smaller than
the original FEM system (100 elements).

to statROM with a basis of size 3 on the left and of size 6 on the right. A certain size of the
basis is needed for accurate results, but above that the accuracy is very high and the difference
is barely visible. We derive an upper bound and conduct convergence studies to quantify the
ROM approximation error, which depends on both the size of the ROM basis and the chosen
wave number. The error is set in relation to the other sources of errors as discussed in [4] for the
standard statFEM case. As a second example we consider a more complex Helmholtz problem
in 3D. We approach emerging scalability issues by adapting a low-rank Bayesian update as pro-
posed by Duffin et al. [1]. Several numerical studies will be given to illustrate the performance
and accuracy of the method.
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Abstract

This work deals with the study of the clogging phenomenon observed in some steam generators
of the French nuclear power plants. Clogging is due to corrosion in the secondary circuit of the
power plants out of which iron oxide impurities are produced. These particles are then trans-
ported to the steam generator and, due to the vaporisation and the modification of the flow
geometry, clogging deposits start to appear. Over time, these deposits may affect the steam
generator in several ways: for instance, through a modification of the heat transfer between
both primary and secondary circuits, or through vibrations induced by the flow redistribution.
Therefore, the clogging rate is periodically measured with cameras during outages and, if nec-
essary, chemical cleaning can be performed. A good maintenance planning is thus crucial for
EDF, which explains the R&D focus to better understand this complex phenomenon.

A fine modeling of the most elementary mechanisms at stake in the clogging phenomenon has
been proposed in the work of [2], as well as the related simulation tools. The predominant
thermohydraulic and chemical phenomena for the modelling of clogging are the vena contracta
and flashing mechanisms and the equations obtained is a combined system of both partial and
ordinary differential equations, more precisely with two transport equations and one nonlinear
ordinary differential equation. Based on this modelling, two simulation codes have been de-
veloped at EDF R&D: the DEPOTHYC code, used for the clogging predictions on short time
scales (1 call ≈ 15 minutes) and the computational chain called THYC-Puffer-DEPOTHYC,
used to predict clogging evolution on long time scales (1 call ≈ 4 hours).

The proposed work aims at applying the uncertainty quantification methodology to these costly
codes, motivated by the fact that a number of physical input parameters are random and the
model also contains a calibration parameter. The problem is rather low-dimensional (less than
ten random input variables).

To this end, a coupling of these codes to the OpenTURNS library [1] has been built in order to
perform a first set of Monte Carlo simulations. Then, a polynomial chaos expansions metamodel
[3] is built to carry out global sensitivity analysis by computing Sobol’ indices. Another com-
plementary analysis is performed using various formulations (i.e., global, target, conditional) of

1
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the HSIC indices [4]. Finally, a calibration study is performed with respect to the previously
mentioned calibration parameter. As a result, this work enables to identify the most influential
input variables on the clogging phenomenon, to reduce some input uncertainties and to better
explore the inner behavior of the computational tool, as well as getting a predictive metamodel
whose cost is negligible compared to the true simulator.

This study is a preliminary step in a longer study whose global aim is to couple this complex sim-
ulation tool with other strategies based on machine learning used to predict clogging according
to a large panel of data.
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Abstract 

Today,  in order to reduce the environmental impact of our daily activities, electric and hybrid 
vehicles (EVs, EHVs) are presented as an alternative to combustion vehicles to reduce greenhouse 
gas emissions into the atmosphere. One of the key components in these vehicles is the electrical 
machine. To design an electrical machine, we often use Finite Element Method (FEM) codes, which 
are expensive in computational time.  Dimensioning an electric machine for a vehicle presents several 
challenges , such as increasing torque and power densities, decreasing raw material prices, and 
increasing overall efficiency, hence the need to propose optimal design methodologies.  

Today, most approaches do not consider any uncertainty in optimizing electrical machines despite 
the existence of several uncertainties related to manufacturing and assembly tolerances as well as 
material properties.  These uncertainties may have a considerable impact on the quantities of interest 
in an electrical machine’s optimization, so they must be considered in the optimization procedure in 
terms of a robustness metric, such as expectations, variances, or probabilities. 

However, as mentioned before, the optimization of an electrical machine requires high computational 
time  to compute all the samples needed to  run an optimization algorithm based on FEM simulations. 
This problem is even more important if we consider the number of simulations required to obtain  a 
good estimate of a robustness metric of a quantity of interest.  Therefore, in a previous study we 
optimized an electrical machine using fixed surrogate models built with a sample of FEM simulations, 
to replace the objective functions [1]. Although the results obtained in this study are satisfactory, 
there are differences between the results predicted by the surrogate models and the FEM simulator. 
This is why we are currently working on adaptive optimization based on substitution models, in 
particular Bayesian Optimization (BO).  

In this work,  we propose to optimize an electrical machine via 3 different BO procedures:   
The first of them solves a multi-objective optimization problem without uncertainty with two 
different infill criteria :  q-step Expected Hypervolume Improvement (qEHVI) [2] and q-step ParEGO 
[3] which is a multi-objective extension of the well-known Efficient Global Optimization (EGO) 
algorithm [4].  These optimizations were performed to compare non-robust solutions to robust 
solutions. The second procedure takes uncertainty into account by adding a robustness metric 
known as robustness hypervolume [5] as an objective function. This metric calculates the joint 
degradation caused by uncertainties around the values of the non-perturbed outputs (when no 
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uncertainty is considered). At each iteration of the algorithm, we estimated the robustness 
hypervolume at each iteration at the  observed non-perturbed data with an internal optimization 
algorithm. The multi-objective optimization algorithms used in this procedure are the same as for 
the first one. 

The final proposed method aims at solving a multi-objective optimization problem where the 
objectives are the expectations of the quantities of interest with respect to uncertainties. This 
procedure is  an extension of the Expected Feasible Improvement Stepwise Uncertainty Reduction 
algorithm (EFISUR) [6]. 
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