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Abstract

We consider non-linear Bayesian inversion aiming to infer unknown property fields θ given mea-
surements y. In practice, one is often not interested in the field itself, but in the distribution of a
quantity depending on the field through a non-linear relationship θ 7→ R(θ). If one is interested
in the probability of this quantity exceeding a critical threshold, P(R(θ) ≥ T ), this is related
to the problem of evaluating the risk of failure of a system. Examples include the probability
of hazardous contaminants arriving at a groundwater well or a satellite colliding with an object
floating in space. For a small probability of failure, a traditional Monte Carlo approach is to be
avoided as it requires an extensively large number of samples, which is unfeasible especially for
expensive-to-simulate models.

We consider energy-based models (EBM) and write the marginal posterior distribution of the
risk quantity R = R(θ) as an energy density function with free energy r 7→ F (r). To estimate
F (r) efficiently, the bias potential r 7→ V (r) and the corresponding PDF r 7→ pV (r),

pV (r) =
exp(−(F (r) + V (r)))∫
exp(−(F (s) + V (s)))ds

, (1)

are introduced. Our approach relies on optimizing the potential V (r) such that pV (r) approxi-
mates a pre-defined PDF r 7→ p(r). Finding the minimizing bias potential V (r) is equivalent to
finding the free energy F (r), whereby, an accurate estimation in the region targeted within p(r)
is emphasized. This formulation reduces the potentially high-dimensional problem of estimat-
ing p(θ|y) and subsequently R(θ) to an optimization of a one-dimensional function V : R → R.
This approach is based on the variational method of Valsson and Parrinello (2014) [4], which is
related to metadynamics, a popular method developed in physics to perform free energy esti-
mation.

In practice, the potential V (r) is parameterized using methods such as neural networks, splines
or radial basis functions. Subsequently, Vopt(r) is approximated by minimizing the divergence
between p(r) and pV (r) using stochastic gradient descent. Traditionally, the variational method
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Figure 1: Illustration of the energy-based model approach for an exemplary setting targeting
P(R(θ) ≥ 18) = 8.8× 10−5 with θ ∈ R9, a multivariate Gaussian posterior p(θ|y), R(θ) being the sum
of squares, p(r) = N (18, 3) and V (r) parameterized using radial basis functions. (a)-(c): Histograms
depicting samples of pV (r) and p(r) for an evolving potential V (r). The corresponding estimates of
P(R(θ) ≥ 18) are denoted on top of the figures. While for the final estimate (c) we performed 40’000
model evaluations with the EBM approach, the traditional Markov chain Monte Carlo approach requires
at least 5 million evaluations for a reasonable estimation of the risk.

employs a distance related to the Kullback-Leibler divergence [4][3]. We are presently investi-
gating the possibility of using other distance measures such as the Kernel-Stein discrepancy [2].
Furthermore, as we know the pre-defined p(r) analytically, ongoing work focuses on resulting
possibilities for diagnostic tools and further enhancement of the approach.

We are currently testing the proposed EBM approach with applications from the geosciences and
other domains. Thereby, we compare its performance with state-of-the-art methods and a new
sequential application of the Sequential Monte Carlo method [1], which is explored in another
project of the same research team. For different test cases, we show that the EBM approach
ensures stable estimates of the risk even in situations when the probability of occurrence is less
than one in a million. In the simple analytical test case of Figure 1, it enables accurate estimates
with one hundred times less model evaluations than traditional Monte Carlo.
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